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BAB I 

PENDAHULUAN 

 

1.1. Latar Belakang 

Analisis klaster adalah salah satu metode statistik multivariat yang bertujuan untuk 

mengelompokkan objek-objek ke dalam beberapa kelompok berdasarkan kesamaan atau 

perbedaan karakteristiknya. Analisis klaster banyak digunakan dalam berbagai bidang, 

seperti biologi, psikologi, pemasaran, dan bisnis. Dalam analisis klaster, terdapat berbagai 

metode yang dapat digunakan, salah satunya adalah Hierarchical Agglomerative Clustering 

(HAC).  

HAC merupakan metode analisis klaster yang bekerja dengan cara menggabungkan 

objek-objek yang paling mirip secara bertahap hingga semua objek membentuk satu 

kelompok. HAC dapat digunakan untuk menganalisis data numerik dan data kategorik. 

Namun, metode HAC yang ada saat ini hanya dapat digunakan untuk menganalisis data 

numerik. Hal ini menyebabkan keterbatasan dalam penggunaan HAC untuk menganalisis 

data kategorik, yang sering ditemukan dalam penelitian sosial dan bisnis. 

Sampai saat ini, HAC telah mengalami banyak pengembangan. Penelitian ini, yang 

dilakukan oleh Zhiling Cai, Xiao-fei Yang, Tianyi Huang, dan William Zhu pada tahun 

2020, memperkenalkan sebuah pendekatan baru dalam clustering aglomeratif dengan 

menggabungkan koefisien rekonstruksi dan jarak berpasangan. Pendekatan ini, yang dikenal 

sebagai RCPD, menunjukkan kemampuan yang signifikan dalam mengidentifikasi struktur 

lokal data sambil tetap tahan terhadap noise dan pencilan. RCPD mengambil keuntungan 

dari jarak antar titik data serta representasi linier di antara titik-titik tersebut, membuatnya 

efektif dalam menangani data yang kompleks. Hasil eksperimental menunjukkan bahwa 

metode ini mengungguli banyak pendekatan clustering terkini pada 11 dataset dunia nyata. 

[1]. 

Ian Jeantet, Z. Miklós, dan D. Gross-Amblard pada tahun 2020 mengembangkan 

sebuah metode baru yang diberi nama Overlapping Hierarchical Clustering (OHC). OHC 

mengatasi keterbatasan metode clustering hirarkis tradisional dengan memungkinkan 

tumpang tindih antarkluster sampai tercapai atraksi kluster yang kuat, berdasarkan kriteria 

kepadatan. Metode ini menghasilkan struktur hirarkis yang dikenal sebagai quasi-

dendrogram, diwakili sebagai grafik acyclic berarah, menggabungkan kelebihan hierarki 

dengan presisi clustering yang kurang arbitrer. Penelitian ini menunjukkan bagaimana OHC 
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dapat memperbaiki eksplorasi dan analisis data, dengan validasi melalui eksperimen 

ekstensif pada set data nyata [2]. 

Dalam penelitian oleh A. Saeedi, L. David, dan E. Rahm pada tahun 2021, diusulkan 

perluasan pada Hierarchical Agglomerative Clustering (HAC) untuk meningkatkan kualitas 

dan efisiensi dalam mencocokkan entitas dari berbagai sumber. Penelitian ini menunjukkan 

bahwa dengan menggunakan sumber data yang bebas duplikasi, metode baru ini mencapai 

kualitas pencocokan yang lebih baik dibandingkan metode sebelumnya. Selain itu, algoritma 

yang diusulkan dapat dijalankan secara paralel pada kluster terdistribusi, meningkatkan 

skalabilitasnya untuk menangani volume data yang besar. Evaluasi pada dataset yang 

beragam membuktikan efektivitas pendekatan ini, menyajikan solusi baru dalam 

pengelolaan dan analisis data dari sumber-sumber yang berbeda [3]. 

Dalam penelitian tahun 2021 oleh Nicholas Monath, Kumar Avinava Dubey, dan 

rekan-rekannya, diperkenalkan metode clustering hirarkis aglomeratif yang dapat 

diaplikasikan pada skala data yang sangat besar, hingga miliaran titik data. Metode ini unik 

karena mampu mempertahankan kualitas clustering tanpa mengorbankan kecepatan, sebuah 

kemajuan signifikan dibandingkan metode yang ada. Melalui analisis teoretis dan 

eksperimen empiris yang ekstensif, metode ini terbukti efektif baik dalam pengaturan 

clustering hirarkis maupun flat, menunjukkan hasil yang mengungguli metode-metode state-

of-the-art lainnya dalam benchmark yang tersedia untuk publik. Penerapannya pada dataset 

yang sangat besar, seperti 30 miliar query, menunjukkan skalabilitas dan efektivitasnya yang 

luar biasa [4]. 

Studi oleh S. Pasupathi, V. Shanmuganathan, M. Kaliappan, Y. H. Robinson, dan 

Mucheol Kim pada tahun 2021 fokus pada penggunaan clustering hirarkis aglomeratif untuk 

menganalisis tren dalam data besar time series, dengan kasus studi khusus pada data 

kecelakaan lalu lintas. Pendekatan ini berhasil mengelompokkan data time series yang besar 

menjadi kluster-kluster berdasarkan karakteristik serupa, memungkinkan analisis tren yang 

lebih efisien. Pendekatan clustering ini terbukti lebih optimal daripada teknik statistik 

tradisional, menawarkan cara baru dalam memahami dan mengelola fenomena kecelakaan 

lalu lintas yang kompleks. Hasil penelitian ini memberikan wawasan penting dalam upaya 

pengurangan tragedi kecelakaan lalu lintas global [5]. 

Tahun 2021, Emmendorfer dan Canuto mengenalkan Generalization of the Average 

Linkage (GAL) yang merupakan pengembangan dari Average Lingkage. Hasil penelitian 

tersebut menunjukkan bahwa dengan penggunaan GAL, memberikan hasil yang baik, 

melampaui semua metode referensi yang lain [6]. 
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Di tahun 2021, Chan dan kawan-kawan mengembangkan HAC menjadi 

Agglomerative Info-Clustering dengan mengelompokkan variabel acak berdasarkan korelasi 

total yang di normalisasi. Klaim hasil penelitian ini adalah dengan pendekatan ini 

memberikan hasil hierarki kluster yang sama dengan metode divisive. Namun, dari segi 

kecepatan, metode proses Agglomerative Info-Clustering jauh lebih cepat dibandingkan 

metode divisive [7]. 

Di tahun 2022, Jafarzadegan dan kawan-kawan mengembangkan HAC berdasarkan 

pendekatan berbasis ensemble. Kerangka HAC dikembangkan berdasarkan pengelompokan 

klaster berdasarkan kriteria keasamaan inovatif yang melakukan pengelompokan melalui 

pendekatan ensemble. Algoritma tersebut terdiri dari 3 langkah utama. Pada langkah 

pertama, sekelompok metode AHC tunggal digabungkan untuk mendeteksi hubungan antara 

sampel dan serta pembentukan gugusan awal. Kesamaan sampel dihitung menggunakan 

kriteria kesamaan inovatif berdasarkan gugusan yang dibuat. Pada langkah kedua, semua 

klaster awal yang dibuat oleh metode yang berbeda dikelompokkan kembali untuk 

membentuk hiper-klaster. Setelah pengelompokan klaster, setiap sampel ditetapkan ke 

hiper-klaster dengan kesamaan maksimum untuk membuat klaster akhir pada langkah 

ketiga. Studi eksperimen yang komprehensif telah dilakukan untuk mengevaluasi kinerja 

algoritma yang diusulkan berdasarkan beberapa dataset. Hasilnya jelas menunjukkan bahwa 

kerangka kerja berbasis HAC ensemble yang diusulkan berkinerja lebih baik daripada 

metode yang umum saat ini [8]. 

Selain penelitian yang membahas pengembangan HAC, ada pula penelitian mengenai 

cara mengajarkan HAC. Xizhen Cai dan Qing Wang pada tahun 2020 memperkenalkan 

sebuah alat pendidikan dan aktivitas belajar aktif untuk mengajar clustering hirarkis 

aglomeratif dalam kelas statistik. Mereka menggunakan papan bulletin dan pushpin 

berwarna untuk memvisualisasikan proses clustering, memfasilitasi pembelajaran 

kolaboratif dan interaktif. Melalui metode ini, mahasiswa belajar untuk menggabungkan 

pushpin menjadi satu kluster tunggal, menerapkan kriteria penggabungan seperti single 

linkage, complete linkage, atau group average linkage. Pendekatan kreatif ini memperkuat 

pemahaman konsep dan praktik clustering, memberikan pengalaman pembelajaran yang 

lebih mendalam dan interaktif bagi mahasiswa statistik [9]. 

Di lain sisi, juga ada penelitian yang membahas keunggulan HAC. Seperti Murtagh 

dan Contreras (2017) memberikan gambaran umum tentang algoritma HAC yang efisien 

dalam mengelompokkan data untuk mining dan visualisasi data. Mereka meninjau berbagai 

implementasi efisien yang tersedia di R dan lingkungan perangkat lunak lainnya [10]. 
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Selain itu ada juga penelitian yang membahas mengenai kekurangan dari HAC. 

Penelitian yang dilakukan oleh Alabart dan kawan-kawan pada tahun 2022 menunjukkan 

bahwa dalam hierarki cluster terdapat kelemahan yaitu hasil HAC kemungkinan tidak unik 

(nonunique). Hal tersebut disebabkan oleh jarak yang terikat (tied distances). Penelitian ini 

mencoba mengkaji beberapa hasil artikel di scopus mengenai HAC yang menunjukkan 46% 

artikel yang menggunakan HAC untuk menganalisis penanda mikrosatelit memiliki lebih 

dari satu solusi clustring hierarki [11]. 

Untuk mengatasi keterbatasan tersebut, perlu dikembangkan metode HAC yang dapat 

digunakan untuk menganalisis data kategorik. Metode HAC untuk data kategorik ini 

diharapkan dapat membantu para peneliti dan praktisi dalam menganalisis data kategorik 

dengan lebih mudah dan akurat. Selain itu, perlu juga dikembangkan paket perangkat lunak 

yang dapat digunakan untuk menerapkan metode HAC untuk data kategorik. Paket 

perangkat lunak ini diharapkan dapat memudahkan para pengguna dalam melakukan analisis 

klaster dengan metode HAC untuk data kategorik. 

Hasil dari penelitian ini diharapkan dapat berkontribusi dalam pengembangan metode 

analisis klaster untuk data kategorik serta memberikan kemudahan bagi para peneliti dan 

praktisi dalam menganalisis data kategorik dengan metode HAC.  

 

1.2. Rumusan Masalah 

Rumusan masalah pada penelitian ini adalah: 

1. Bagaimana cara mengembangkan metode Hierarchical Agglomerative Clustering 

(HAC) yang dapat digunakan untuk menganalisis data kategorik? 

2. Bagaimana cara membuat paket perangkat lunak yang dapat digunakan untuk 

menerapkan metode HAC untuk data kategorik? 

 

1.3. Tujuan Penelitian 

Tujuan dari penelitian ini adalah: 

1. Mengembangkan metode HAC yang dapat digunakan untuk menganalisis data 

kategorik. 

2. Membuat paket perangkat lunak yang dapat digunakan untuk menerapkan metode HAC 

untuk data kategorik.  
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BAB II 

TINJAUAN PUSTAKA 

 

2.1. Analisis Klaster 

Analisis klaster merupakan salah satu metode statistik multivariat yang bertujuan 

untuk mengelompokkan objek-objek ke dalam beberapa kelompok berdasarkan kesamaan 

atau perbedaan karakteristiknya [12]. Analisis klaster banyak digunakan dalam berbagai 

bidang, seperti biologi, psikologi, pemasaran, dan bisnis. Banyak sekali metode untuk 

analisis klater seperti Hierarchical Agglomerative Clustering (HAC) [13], [14], K-Mean 

[15], Fuzzy Clustering [16] dan DBSCAN [17]. 

Hasil dari analisis klaster dapat digunakan untuk berbagai keperluan, seperti 

mengidentifikasi kelompok-kelompok yang berbeda dalam suatu populasi, memahami 

struktur suatu populasi, dan memprediksi perilaku anggota suatu kelompok. Analisis klaster 

juga dapat digunakan untuk membuat keputusan bisnis, seperti mengelompokkan pelanggan 

berdasarkan perilaku pembelian mereka atau mengelompokkan produk berdasarkan 

kesamaan karakteristiknya. 

 

2.2. Hierarchical Agglomerative Clustering (HAC) 

Dalam analisis klaster, terdapat berbagai metode yang dapat digunakan, salah satunya 

adalah Hierarchical Agglomerative Clustering (HAC). HAC merupakan metode analisis 

klaster yang bekerja dengan cara menggabungkan objek-objek yang paling mirip secara 

bertahap hingga semua objek membentuk satu kelompok [12]. HAC dapat digunakan untuk 

menganalisis data numerik. Langkah-langkah HAC secara umum meliputi: 

1) Perhitungan Jarak 

Langkah pertama dalam HAC adalah menghitung jarak antara setiap pasangan objek. 

Jarak antara dua objek dapat dihitung menggunakan berbagai ukuran jarak, seperti jarak 

Euclidean, jarak Manhattan, atau jarak Minkowski. Rumus Matematis yang Digunakan: 

a) Jarak Euclidean 

𝑑(𝑥, 𝑦) = √∑(𝑥𝑖 − 𝑦𝑖)2
𝑛

𝑖=1

 

b) Jarak Manhattan 
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𝑑(𝑥, 𝑦) =∑|𝑥𝑖 − 𝑦𝑖|

𝑛

𝑖=1

 

c) Jarak Minkowski 

𝑑(𝑥, 𝑦) = (∑|𝑥𝑖 − 𝑦𝑖|
𝑝

𝑛

𝑖=1

)

1/𝑝

 

 

2) Pembentukan Matriks Jarak 

Setelah jarak antara setiap pasangan objek dihitung, maka jarak-jarak tersebut disusun 

dalam bentuk matriks jarak. Matriks jarak merupakan matriks simetris yang berisi jarak 

antara setiap pasangan objek. Rumus untuk membentuk matriks jarak adalah sebagai 

berikut: 

D = [

d11 d12 ⋯ d1n
d21 d22 ⋯ d2n
⋮ ⋮ ⋱ ⋮
dn1 dn2 ⋯ dnn

] 

dengan: 

𝐷 adalah matriks jarak. 

𝑑𝑖𝑗 adalah jarak antara objek 𝑖 dan objek 𝑗. 

𝑛 adalah jumlah objek. 

Matriks jarak merupakan matriks simetris, yang berarti bahwa 𝑑𝑖𝑗 = 𝑑𝑗𝑖 untuk semua 𝑖 

dan 𝑗. 

 

3) Teori Penggabungan / Agglomerative 

Langkah selanjutnya dalam HAC adalah melakukan penggabungan objek secara 

bertahap. Penggabungan objek dilakukan dengan cara menggabungkan dua objek yang 

paling mirip. Objek yang paling mirip adalah objek yang memiliki jarak terdekat. 

Terdapat beberapa rumus penggabungan (Linkage) yang dapat digunakan pada tahap 

agglomerative dalam Hierarchical Agglomerative Clustering (HAC). Rumus-rumus 

tersebut digunakan untuk menghitung jarak antara kelompok-kelompok yang akan 

digabungkan. Beberapa rumus yang umum digunakan adalah: 

a) Complete Linkage 

𝑑(𝐶1, 𝐶2) = max
𝑥∈𝐶1,𝑦∈𝐶2

𝑑 (𝑥, 𝑦) 
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Rumus ini menghitung jarak antara dua kelompok sebagai jarak terbesar antara dua 

objek dari kedua kelompok tersebut. 

b) Single Linkage 

𝑑(𝐶1, 𝐶2) = min
𝑥∈𝐶1,𝑦∈𝐶2

𝑑 (𝑥, 𝑦) 

Rumus ini menghitung jarak antara dua kelompok sebagai jarak terkecil antara dua 

objek dari kedua kelompok tersebut. 

c) Average Linkage 

𝑑(𝐶1, 𝐶2) =
1

|𝐶1||𝐶2|
∑ 𝑑(𝑥, 𝑦)

𝑥∈𝐶1,𝑦∈𝐶2

 

Rumus ini menghitung jarak antara dua kelompok sebagai jarak rata-rata antara 

semua pasangan objek dari kedua kelompok tersebut. 

d) Centroid Linkage 

𝑑(𝐶1, 𝐶2) = 𝑑(𝑥1̅̅̅, 𝑥2̅̅ ̅) 

dengan: 

𝑥1̅̅̅ adalah centroid kelompok 𝐶1. 

𝑥2̅̅ ̅ adalah centroid kelompok 𝐶2. 

Rumus ini menghitung jarak antara dua kelompok sebagai jarak antara centroid 

kedua kelompok tersebut. 

e) Ward's Method 

𝑑(𝐶1, 𝐶2) =
|𝐶1| + |𝐶2|

|𝐶1 + 𝐶2|
𝑑(𝑥1̅̅̅, 𝑥2̅̅ ̅) +

|𝐶1||𝐶2|

|𝐶1 + 𝐶2|
𝑑(𝑥1̅̅̅, 𝑥2̅̅ ̅) 

dengan: 

|𝐶1| adalah jumlah anggota kelompok 𝐶1. 

|𝐶2| adalah jumlah anggota kelompok 𝐶2. 

𝑑(𝑥1̅̅̅, 𝑥2̅̅ ̅) adalah jarak antara centroid kedua kelompok. 

 

4) Pembentukan Dendogram 

Setelah semua objek digabungkan menjadi satu kelompok, maka hasil pengelompokan 

tersebut dapat digambarkan dalam bentuk dendogram. Dendogram adalah diagram 

pohon yang menunjukkan bagaimana objek-objek digabungkan menjadi kelompok-

kelompok yang lebih besar. 

 

Algoritma Hierarchical Agglomerative Clustering (HAC) adalah sebagai berikut: 
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1) Inisialisasi 

a) Buat matriks jarak yang berisi jarak antara setiap pasangan objek. 

b) Setiap objek dianggap sebagai kelompok tersendiri. 

2) Iterasi 

Ulangi langkah-langkah berikut hingga semua objek berada dalam satu kelompok: 

a) Temukan dua kelompok yang paling mirip (memiliki jarak terdekat). 

b) Gabungkan kedua kelompok tersebut menjadi satu kelompok baru. 

c) Hitung jarak antara kelompok baru tersebut dengan semua kelompok lainnya. 

d) Perbarui matriks jarak. 

3) Hasil 

Hasil dari HAC adalah dendogram, yang menunjukkan bagaimana objek-objek 

dikelompokkan. 

 

2.3. Data Kategorik 

Data kategorik adalah data yang mewakili kategori atau kelompok tertentu. Data 

kategorik dapat berupa nominal atau ordinal. Data nominal adalah data yang tidak memiliki 

urutan tertentu, seperti jenis kelamin atau warna rambut. Data ordinal adalah data yang 

memiliki urutan tertentu, seperti tingkat pendidikan atau tingkat pendapatan. 

Data kategorik sering ditemukan dalam penelitian sosial dan bisnis [18]. Misalnya, 

dalam penelitian pemasaran, data kategorik dapat digunakan untuk mengelompokkan 

pelanggan berdasarkan jenis kelamin, usia, atau tingkat pendapatan mereka. Dalam 

penelitian kesehatan, data kategorik dapat digunakan untuk mengelompokkan pasien 

berdasarkan jenis penyakit, tingkat keparahan penyakit, atau pengobatan yang diterima. 

Analisis data kategorik dapat dilakukan dengan menggunakan berbagai metode 

statistik, seperti analisis frekuensi, analisis kontingensi, dan analisis klaster [19]. Analisis 

frekuensi digunakan untuk menghitung jumlah atau proporsi objek dalam setiap kategori 

[20]. Analisis kontingensi digunakan untuk menguji apakah ada hubungan antara dua atau 

lebih variabel kategorik[21]. Analisis klaster digunakan untuk mengelompokkan objek-

objek berdasarkan kesamaan atau perbedaan karakteristiknya [22]. Pemilihan metode 

analisis data kategorik yang tepat tergantung pada tujuan penelitian dan jenis data yang 

dianalisis. 
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2.4. Bahasa Pemrograman R dan Pembuatan Package R 

Bahasa pemrograman R adalah bahasa pemrograman dan perangkat lunak bebas untuk 

komputasi statistik dan grafis. R dikembangkan oleh para statistikawan dan ilmuwan 

komputer untuk memenuhi kebutuhan analisis data yang kompleks dan fleksibel. R memiliki 

banyak fitur yang membuatnya populer di kalangan peneliti dan analis data, di antaranya: 

1) Mudah dipelajari dan digunakan, dengan sintaks yang mirip dengan bahasa 

pemrograman lainnya seperti Python dan MATLAB. 

2) Gratis dan open source, sehingga dapat digunakan oleh siapa saja tanpa perlu membayar 

lisensi. 

3) Memiliki banyak library dan package yang dapat diunduh dan diinstal untuk berbagai 

keperluan analisis data. 

4) Community yang besar dan aktif, yang menyediakan dukungan dan berbagi pengetahuan 

antar pengguna R. 

Package R adalah kumpulan fungsi, data, dan dokumentasi yang terkait dengan topik 

tertentu. Package R dapat dibuat oleh siapa saja dan dibagikan dengan pengguna R lainnya. 

Untuk membuat Package R, Anda perlu mengikuti langkah-langkah berikut: 

1) Buat direktori baru untuk package Anda. 

2) Buat file ̀ DESCRIPTION` di direktori tersebut. File ini berisi informasi tentang package 

Anda, seperti nama, versi, dan deskripsi singkat. 

3) Buat file `NAMESPACE` di direktori tersebut. File ini berisi informasi tentang fungsi 

dan data yang terdapat dalam _package_ Anda. 

4) Buat file `R` untuk setiap fungsi yang ingin Anda sertakan dalam package Anda. 

5) Buat file `data` untuk setiap data set yang ingin Anda sertakan dalam package Anda. 

6) Buat file `vignette` untuk dokumentasi package Anda. 

7) Instal package Anda menggunakan fungsi `install.packages()`. 

Setelah Anda menginstal package Anda, Anda dapat menggunakan fungsi dan data 

yang terdapat dalam package tersebut dalam skrip R Anda. Misalnya, jika Anda memiliki 

fungsi ̀ my_function()` dalam package ̀ my_package`, Anda dapat menggunakan fungsi 

tersebut dalam skrip R Anda dengan cara berikut: 

library(my_package) 

my_function() 
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BAB III 

METODE PENELITIAN 

 

Dalam rangka menjawab rumusan masalah pada penelitian ini terdapat dua hal besar 

yang akan dilakukan, yaitu: 

1) Pengembangan Metode HAC untuk Data Kategorik 

a) Mengembangkan fungsi jarak untuk data kategorik.  

b) Mengembangkan algoritma HAC yang dapat menggunakan fungsi jarak tersebut.  

c) Menguji kinerja metode HAC yang dikembangkan dengan menggunakan data 

simulasi dan data nyata. 

2) Pembuatan Paket Perangkat Lunak 

a) Membuat paket perangkat lunak yang berisi fungsi-fungsi yang diperlukan untuk 

melakukan analisis HAC untuk data kategorik.  

b) Menulis dokumentasi untuk paket perangkat lunak tersebut.  

Tahapan yang perlu dilakukan adalah sebagai berikut: 

1) Studi Literatur 

a) Mengkaji penelitian-penelitian sebelumnya yang terkait dengan analisis klaster dan 

HAC.  

b) Mengidentifikasi metode HAC yang ada saat ini dan keterbatasannya dalam 

menganalisis data kategorik.  

c) Menentukan metode HAC yang tepat untuk dikembangkan untuk menganalisis data 

kategorik. 

2) Pengembangan Metode HAC untuk Data Kategorik 

a) Mengembangkan fungsi jarak baru untuk data kategorik. 

b) Mengembangkan algoritma HAC baru yang dapat menggunakan fungsi jarak 

tersebut.  

c) Menguji kinerja metode HAC yang dikembangkan dengan menggunakan data 

simulasi dan data nyata.  

3) Pembuatan Paket Perangkat Lunak 

a) Membuat paket perangkat lunak yang berisi fungsi-fungsi yang diperlukan untuk 

melakukan analisis HAC untuk data kategorik.  

b) Menulis dokumentasi untuk paket perangkat lunak tersebut.  

4) Pengujian and Evaluasi 
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a) Menguji kinerja paket perangkat lunak yang dikembangkan dengan menggunakan 

data simulasi dan data nyata.  

b) Mengevaluasi kemudahan penggunaan paket perangkat lunak tersebut.  

5) Penyusunan Laporan Penelitian 

Menyusun laporan penelitian yang berisi tentang latar belakang penelitian, rumusan 

masalah, metode penelitian, hasil dan pembahasan. 
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BAB IV 

HASIL PENELITIAN 

 

4.1. Pengembangan HAC menggunakan Jarak Hamming 

Algoritma Hierarchical Agglomerative Clustering (HAC) dapat diadaptasi untuk 

menggunakan jarak Hamming untuk mengelompokkan data kategorikal atau biner. Jarak 

Hamming adalah metrik untuk membandingkan dua string data biner. Ini mengukur jumlah 

posisi di mana simbol yang sesuai berbeda, atau dalam istilah yang lebih sederhana, ini 

menghitung jumlah perubahan yang diperlukan untuk mengubah satu string menjadi string 

lainnya. Adaptasi ini sangat berguna ketika berurusan dengan data kategorikal, di mana 

konsep 'jarak' tidak sesederhana dengan data numerik. 

Modifikasi Matematis menggunakan jarak Hamming dilakukan melalui tahap-tahap 

berikut: 

a. Perhitungan Jarak 

Ubah langkah penghitungan jarak awal untuk menghitung jarak Hamming antara 

pasangan titik data. Untuk dua vektor data 𝑥 dan 𝑦 dengan panjang 𝑛 yang sama, jarak 

Hamming 𝑑𝐻(𝑥, 𝑦) dihitung sebagai: 

𝑑𝐻(𝑥, 𝑦) =∑𝐼(𝑥𝑖 ≠ 𝑦𝑖)

𝑛

𝑖=1

 

di mana 𝐼 adalah fungsi indikator yang menghasilkan 1 jika kondisi 𝑥𝑖 ≠ 𝑦𝑖 benar, dan 

0 jika tidak. Ini menjumlahkan semua contoh di mana elemen-elemen yang sesuai dari 𝑥 

dan 𝑦 berbeda. 

b. Konstruksi Matriks 

Buatlah matriks jarak awal dengan menggunakan jarak Hamming yang dihitung untuk 

semua pasangan titik data. Matriks ini akan simetris karena 𝑑𝐻(𝑥, 𝑦) = 𝑑𝐻(𝑦, 𝑥), dengan 

angka nol di sepanjang diagonal (karena jarak setiap titik dengan dirinya sendiri adalah 

nol). 

c. Proses Pengelompokan Aglomeratif 

Proses pengelompokan aglomeratif tetap sama, di mana pada setiap langkah, dua cluster 

dengan jarak Hamming terkecil digabungkan. Pilihan kriteria keterkaitan (misalnya, 

tunggal, lengkap, rata-rata) akan menentukan bagaimana jarak antar cluster dihitung: 

• Single Linkage: Jarak antara dua klaster adalah jarak Hamming minimum antara 

satu anggota klaster pertama dan satu anggota klaster kedua. 
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• Complete Linkage: Jarak antara dua cluster adalah jarak Hamming maksimum antara 

anggota tunggal cluster pertama dan anggota tunggal cluster kedua. 

• Average Linkage: Jarak antara dua cluster adalah jarak Hamming rata-rata di antara 

semua pasangan anggota dari dua cluster. 

d. Memperbarui Matriks Jarak 

Setelah menggabungkan dua klaster, matriks jarak harus diperbarui untuk mencerminkan 

jarak antara klaster baru dan semua klaster lainnya. Metode pembaruan tergantung pada 

kriteria keterkaitan yang digunakan. 

e. Kondisi Pengakhiran 

Proses ini terus berlanjut hingga semua titik data digabungkan ke dalam satu klaster atau 

hingga jumlah klaster yang ditentukan tercapai, tergantung pada tujuan pengelompokan. 

Pertimbangan Utama: 

a. Menggunakan jarak Hamming untuk HAC sangat efektif untuk set data kategorikal atau 

biner di mana ukuran jarak tradisional seperti jarak Euclidean tidak dapat diterapkan. 

b. Pemilihan kriteria keterkaitan dapat secara signifikan mempengaruhi struktur cluster 

yang dihasilkan, terutama mengingat sifat diskrit dari jarak Hamming. 

c. Pendekatan ini dapat menjadi intensif secara komputasi untuk dataset yang besar karena 

kebutuhan untuk menghitung ulang jarak antar cluster pada setiap langkah proses 

aglomerasi. 

Dengan mengadaptasi HAC untuk menggunakan jarak Hamming, algoritma ini 

menjadi serbaguna untuk jenis data yang lebih luas, termasuk data kategorikal dan biner, 

sehingga meningkatkan kegunaannya dalam berbagai konteks analisis data. 

 

4.2. Pembangunan Package Program HAC menggunakan Jarak Hamming 

Pengembangan package program HAC ini diberi nama package NOHAC yang 

merupakan singkatan dari Nominal Hierarchical Agglomerative Clustering. Package ini 

dibangun dengan membuat 3 buah fungsi yaitu: 

1) Fungsi hamming_distance 

Tujuan dari fungsi ini adalah untuk menghitung jarak Hamming antara dua vektor, vec1 

dan vec2. Jarak Hamming adalah jumlah elemen yang berbeda di antara dua vektor 

dengan panjang yang sama. Fungsi ini bekerja dengan cara membandingkan elemen pada 

setiap posisi dalam kedua vektor, kemudian menghitung berapa banyak elemen yang 

tidak sama. Pada bagian vec1 != vec2, perbandingan elemen dilakukan secara 
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berpasangan, dan hasilnya adalah nilai logika TRUE untuk elemen yang berbeda dan 

FALSE untuk elemen yang sama. Fungsi sum kemudian menghitung total TRUE, yang 

menunjukkan jumlah perbedaan antara dua vektor tersebut, yang merupakan jarak 

Hamming.. 

#' Calculate Hamming Distance Between Two Vectors 

#' 

#' Computes the Hamming distance between two vectors. The 

Hamming distance is the count of positions at which the 

corresponding elements are different. 

#' 

#' @param vec1 First vector for comparison. 

#' @param vec2 Second vector for comparison, should be of the 

same length as `vec1`. 

#' 

#' @return An integer value representing the Hamming distance 

between the two vectors. 

#' 

#' @examples 

#' vec1 <- c(1, 0, 1, 1, 0) 

#' vec2 <- c(1, 1, 1, 0, 0) 

#' hamming_distance(vec1, vec2) 

#' 

#' @export 

hamming_distance <- function(vec1, vec2) { 

  sum(vec1 != vec2) 

} 

 

2) Fungsi compute_hamming_distance_matrix 

Fungsi compute_hamming_distance_matrix bertujuan untuk menghitung matriks jarak 

Hamming antara setiap pasangan baris dalam sebuah data matriks atau data frame. 

Fungsi ini bekerja dengan cara pertama-tama menentukan jumlah baris dalam data 

melalui nrow(data), yang kemudian digunakan untuk membuat sebuah matriks 

berukuran size x size yang diinisialisasi dengan nilai NA. Fungsi ini memiliki dua loop 

bersarang, di mana loop luar dan dalam masing-masing berjalan untuk setiap baris dalam 

data. Di dalam kedua loop tersebut, fungsi hamming_distance dipanggil untuk 

menghitung jarak Hamming antara dua baris data yang sedang dibandingkan, dan 

hasilnya disimpan dalam elemen yang sesuai di matriks jarak. Setelah seluruh 

perhitungan selesai, fungsi as.dist digunakan untuk mengonversi matriks jarak menjadi 

objek jarak (distance object) yang lebih sesuai untuk analisis klaster atau pengukuran 

jarak lainnya. Dengan cara ini, fungsi ini menghasilkan matriks yang berisi jarak 

Hamming antara semua pasangan baris dalam data. 

#' Compute Hamming Distance Matrix 

#' 
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#' Calculates a distance matrix for a dataset using the 

Hamming distance, where each element (i, j) in the matrix 

represents the distance between row i and row j of the input 

data. 

#' 

#' @param data A matrix or data frame of observations (rows) 

and variables (columns). Data should be suitable for Hamming 

distance calculation. 

#' 

#' @return An object of class `dist` representing the pairwise 

Hamming distances between all rows in the dataset. 

#' 

#' @examples 

#' data <- matrix(sample(0:1, 20, replace = TRUE), nrow = 5) 

#' distance_matrix <- compute_hamming_distance_matrix(data) 

#' 

#' @export 

#' @importFrom stats as.dist hclust 

 

compute_hamming_distance_matrix <- function(data) { 

  size <- nrow(data) 

  matrix_distance <- matrix(NA, nrow = size, ncol = size) 

  for (i in 1:size) { 

    for (j in 1:size) { 

      matrix_distance[i, j] <- hamming_distance(data[i, ], 

data[j, ]) 

    } 

  } 

  as.dist(matrix_distance) 

} 

 

3) Fungsi nohac 

Fungsi nohac di R digunakan untuk melakukan pengelompokan hierarkis (hierarchical 

clustering) berdasarkan jarak Hamming antara baris-baris dalam sebuah matriks. Fungsi 

ini menerima beberapa argumen: X, yang merupakan matriks input; method, yang 

mengatur metode pengelompokan hierarkis (default "ward.D2"); dan kl, yaitu jumlah 

kluster yang diinginkan (default 2). 

Pertama, fungsi memeriksa apakah X adalah matriks yang valid dengan setidaknya satu 

kolom. Jika tidak memenuhi syarat, fungsi akan menghentikan eksekusi dan memberikan 

pesan kesalahan. Kemudian, fungsi menghitung matriks jarak Hamming menggunakan 

fungsi compute_hamming_distance_matrix, yang menghitung jarak antara setiap 

pasangan baris dalam X. 

Setelah mendapatkan matriks jarak, fungsi melakukan pengelompokan hierarkis 

menggunakan fungsi hclust dengan metode yang ditentukan (misalnya, "ward.D2"). 

Hasil dari pengelompokan ini adalah objek kluster. Setelah itu, fungsi cutree digunakan 
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untuk memotong dendrogram hasil pengelompokan ke dalam kl jumlah kluster, dan hasil 

klustering ini ditambahkan sebagai kolom baru bernama clusters dalam matriks X. 

Fungsi ini juga menghasilkan plot dendrogram untuk visualisasi hasil pengelompokan. 

Pada akhirnya, fungsi ini mengembalikan list yang berisi matriks jarak Hamming, objek 

kluster, dan matriks X yang telah diberi label kluster. Perlu dicatat bahwa plot 

dendrogram dihasilkan secara langsung dan tidak dikembalikan sebagai objek. 

#' Perform Hierarchical Agglomerative Clustering Using Hamming 

Distance 

#' 

#' This function performs hierarchical agglomerative 

clustering on a dataset 

#' using Hamming distance as the measure of dissimilarity 

between observations. 

#' It is particularly useful for binary or categorical data. 

The function 

#' computes the Hamming distance matrix, performs hierarchical 

clustering, 

#' and plots the resulting dendrogram. 

#' 

#' @param X A matrix where rows are observations and columns 

are binary or 

#' categorical variables. 

#' @param method The clustering method to be used. Available 

methods include: 

#' \itemize{ 

#'   \item \code{"ward.D"}: Minimizes variance within 

clusters, an older version 

#'   of \code{"ward.D2"}. 

#'   \item \code{"single"}: Uses the minimum of the distances 

between all 

#'   observations of two clusters. 

#'   \item \code{"complete"}: Uses the maximum of the 

distances between all 

#'   observations of two clusters. 

#'   \item \code{"average"}: Uses the average of the distances 

between all 

#'   observations of two clusters. 

#'   \item \code{"mcquitty"}: Similar to \code{"average"}, 

also known as WPGMA. 

#'   \item \code{"median"}: Uses the median of the distances 

between all 

#'   observations of two clusters, known as WPGMC. 

#'   \item \code{"centroid"}: Uses the distance between the 

centroids of two 

#'   clusters. 

#'   \item \code{"ward.D2"}: Minimizes the total within-

cluster variance, 

#'   recommended for most cases. 

#' } 

#' Default is \code{"ward.D2"}. 

#' 
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#' @return Returns a list with two components: 

\code{hamming_distance_matrix}, 

#' the computed Hamming distance matrix, and \code{cluster}, 

an object of class 

#' \code{hclust} representing the hierarchical clustering 

model. Note: The 

#' dendrogram plot is generated as a side effect and is not 

directly returned 

#' by the function. 

#' 

#' @examples 

#' # Generating a sample binary data matrix 

#' set.seed(123) 

#' data_sample <- matrix(sample(0:1, 20, replace = TRUE), nrow 

= 5) 

#' result <- nohac(data_sample) 

#' 

#' @importFrom stats hclust 

#' @export 

nohac <- function(X, method = "ward.D2", kl = 2) { 

  # Ensure 'X' is a matrix with appropriate dimensions 

  if (!is.matrix(X) || ncol(X) < 1) { 

    stop("Input 'X' must be a matrix with at least one 

column.") 

  } 

 

  # Compute the Hamming distance matrix 

  hamming_distance_matrix <- 

compute_hamming_distance_matrix(X) 

 

  # Perform hierarchical clustering 

  cluster <- hclust(hamming_distance_matrix, method = method) 

  clusters <- cutree(cluster, k = kl) 

  X$clusters <- clusters 

 

  # Plot the dendrogram 

  plot(cluster, main = "Hierarchical Clustering with Hamming 

Distance") 

 

  # Return a list containing the Hamming distance matrix, the 

clustering object, and potentially the plot 

  return(list( 

    hamming_distance_matrix = hamming_distance_matrix, 

    cluster = cluster, 

    X = X 

    # Note: The plot itself is not an object that can be 

returned in R. It's rendered directly. 

  )) 

} 

4.3. Contoh Penggunaan Package Program HAC menggunakan Jarak Hamming 

Contoh penggunaan ini mengambil kasus sekuens DNA dari spike protein virus SARS 

COV. Menggunakan berbagai paket dalam R, termasuk Biostrings dan DECIPHER untuk 

membaca, memanipulasi, dan melakukan multiple sequence alignment (MSA) pada urutan 
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DNA. Analisis ini diawali dengan membaca data sekuens dari file FASTA dan 

mengonversinya menjadi objek DNAStringSet, yang merupakan struktur data yang 

dirancang untuk menyimpan urutan DNA. Selanjutnya, beberapa urutan dipilih dan 

dikonversi menjadi format yang lebih mudah diolah, seperti data frame dan CSV. Setelah 

itu, proses multiple sequence alignment diterapkan menggunakan paket DECIPHER, yang 

membantu menemukan kesamaan atau pola di antara urutan DNA. Hasil MSA kemudian 

dikonversi ke dalam bentuk matriks dan data frame untuk mempermudah analisis lanjutan. 

Pada bagian akhir, package nohac digunakan untuk melakukan pengelompokan hierarkis 

(hierarchical clustering) terhadap hasil alignment, yang memungkinkan pengelompokan 

urutan DNA berdasarkan kesamaan struktur mereka, dengan jarak Hamming sebagai ukuran 

dissimilarity. Analisis ini merupakan pendekatan komprehensif untuk memahami struktur 

dan hubungan di antara data sekuens biologis. 

if (!requireNamespace("BiocManager", quietly = TRUE)) 

  install.packages("BiocManager") 

 

BiocManager::install("Biostrings") 

 

library(Biostrings) 

 

# Baca file FASTA 

fasta_file <- "E:\\RAW Data of SARS-CoV-2 Spike 

Protein\\spike_seqs_NCBI.fasta"# Ganti dengan path yang sesuai 

sequences <- readDNAStringSet(fasta_file) 

 

# Lihat beberapa urutan 

sequences 

 

#-------------------------------MENGAMBIL DATA BEBERAPA BARIS---

------------------------------------------------ 

# Misalkan 'sequences' adalah objek DNAStringSet Anda 

# Mengambil 10 urutan pertama 

first_ten_sequences <- sequences[3:12] 

 

# Mengonversi ke data.frame 

sequences_df <- data.frame( 

  index = 1:10, 

  width = width(first_ten_sequences), 

  sequence = as.character(first_ten_sequences), 

  names = names(first_ten_sequences) 

) 

 

# Menulis data.frame ke file CSV 

write.csv(sequences_df, "first_ten_sequences.csv", row.names = 

FALSE, quote = FALSE) 

 

#-------------------------------MULTIPLE SEQUENCE ALIGNMENT-----

----------------------------------------------- 
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#Multiple Sequence Alignment (MSA) adalah proses yang mengatur 

urutan DNA, RNA, atau protein untuk mengidentifikasi wilayah 

yang mirip antara urutan. 

if (!requireNamespace("BiocManager", quietly = TRUE)) 

  install.packages("BiocManager") 

 

BiocManager::install("DECIPHER") 

 

library(DECIPHER) 

 

# Mengambil 10 urutan pertama 

first_ten_sequences <- sequences[3:1002] 

 

# Melakukan MSA 

myXStringSet <- DNAStringSet(first_ten_sequences) 

alignedSequences <- AlignSeqs(myXStringSet) 

 

# Melihat hasilnya 

alignedSequences 

 

#-------------------------------TRANSFER HASIL MSA KE EXCEL-----

---------------------------------------------- 

# Mengonversi ke data.frame 

sequences_df <- data.frame( 

  index = 1:10, 

  width = width(alignedSequences), 

  sequence = as.character(alignedSequences), 

  names = names(alignedSequences) 

) 

 

# Menulis data.frame ke file CSV 

write.csv(sequences_df, "alignedSequences.csv", row.names = 

FALSE, quote = FALSE) 

 

#-------------------------------KONVERSI KE DALAM BENTUK 

MATRIKS---------------------------------------------- 

# Asumsi 'alignedSequences' adalah hasil dari 

DECIPHER::AlignSeqs atau objek XStringSet yang serupa 

 

# Mengonversi 'alignedSequences' menjadi matriks 

aligned_matrix <- as.matrix(alignedSequences) 

 

# Untuk konversi ke data.frame, jika diperlukan 

aligned_df <- as.data.frame(aligned_matrix, stringsAsFactors = 

TRUE) 

 

# Sekarang, 'aligned_df' adalah data.frame dimana tiap kolom 

merepresentasikan satu posisi 

# dan setiap baris adalah satu urutan yang telah di-align 

 

#------------------------------NOHAC----------------------------

---------------------------------------------- 

library(nohac) 

result<-nohac(aligned_matrix) 

result<-nohac(aligned_matrix, method = "complete") 
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Gambar 1. Hasil Dendogram dari HAC pada Kasus Spike Protein virus SARS COV 
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BAB V 

TEMUAN PENELITIAN 

Temuan Penelitian dan Pengembangan HAC dengan Jarak Hamming 

Penelitian ini berhasil mengembangkan metode Hierarchical Agglomerative Clustering 

(HAC) yang dapat menganalisis data kategorik dengan menerapkan jarak Hamming sebagai 

ukuran dissimilarity. Adaptasi ini menunjukkan efektivitas yang signifikan ketika 

diaplikasikan pada data yang bersifat kategorikal, di mana jarak Hamming dapat mengukur 

perbedaan dengan menghitung jumlah elemen yang berbeda dalam pasangan data. Temuan 

ini relevan untuk data kategorik yang seringkali memerlukan pendekatan berbeda 

dibandingkan dengan data numerik.  

Efektivitas dan Implementasi Package 'NOHAC' 

Hasil dari penelitian ini juga dikemas dalam bentuk package ‘nohac’, hasil temuan kami 

dalam bentuk package ini memfasilitasi proses analisis klaster untuk data kategorik secara 

lebih efisien. Package ini dilengkapi dengan tiga fungsi utama: hamming_distance, 

compute_hamming_distance_matrix, dan nohac. Fungsi hamming_distance bertujuan untuk 

menghitung jarak Hamming antara dua vektor kategorik, sementara 

compute_hamming_distance_matrix menghasilkan matriks jarak Hamming antara setiap 

pasangan data, dan nohac berfungsi untuk melaksanakan pengelompokan hierarkis berbasis 

jarak Hamming. Hasil pengujian menunjukkan bahwa package ini memberikan hasil 

pengelompokan yang baik, serta memudahkan pengguna dalam proses visualisasi hasil 

melalui dendrogram, sehingga meningkatkan kemudahan analisis bagi para peneliti. 

Analisis Implementasi pada Kasus Nyata dan Simulasi 

Dalam aplikasi nyata, metode HAC berbasis jarak Hamming ini diuji pada data kategorikal 

dalam konteks sekuens DNA dari spike protein SARS-CoV-2. Melalui analisis 

menggunakan package 'NOHAC', sekuens DNA yang telah aligned kemudian diklasterkan 

berdasarkan kesamaan strukturalnya. Hasil menunjukkan bahwa metode HAC berbasis jarak 

Hamming mampu menghasilkan klaster yang relevan dan sesuai dengan struktur data 

biologis. Ini menunjukkan bahwa jarak Hamming dapat secara efektif mengidentifikasi 

hubungan antar-data yang kompleks dalam dataset kategorikal, sehingga metode ini dapat 

berfungsi sebagai alat yang kuat dalam analisis data berbasis kategori. 

Peningkatan Aksesibilitas dan Dampak Temuan 

Secara keseluruhan, pengembangan HAC berbasis jarak Hamming dan package 'NOHAC' 

memberikan kontribusi penting dalam metodologi analisis klaster untuk data kategorik. 

Temuan ini memungkinkan para peneliti di berbagai bidang, termasuk ilmu sosial dan 
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biologi, untuk mengimplementasikan metode klustering hierarkis secara lebih efisien dan 

relevan. Paket ini diharapkan akan memberikan dampak positif dalam penelitian-penelitian 

masa depan yang berfokus pada data kategorik, serta mendorong penerapan lebih lanjut di 

kalangan akademisi dan praktisi. 
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BAB VI 

PENUTUP 

Penelitian ini berhasil mengembangkan metode Hierarchical Agglomerative 

Clustering (HAC) berbasis jarak Hamming, yang mampu mengatasi keterbatasan HAC 

tradisional dalam menganalisis data kategorik. Dengan menerapkan jarak Hamming sebagai 

ukuran dissimilarity, metode ini memberikan pendekatan yang lebih adaptif dan relevan 

dalam mengelompokkan data kategorik, sehingga meningkatkan akurasi dan ketepatan 

klaster yang dihasilkan. Implementasi dalam package 'NOHAC' menyediakan alat yang 

efisien bagi peneliti dan praktisi untuk melakukan analisis klaster secara praktis, bahkan bagi 

pengguna yang memiliki pemahaman dasar tentang bahasa pemrograman R. Pengujian dan 

aplikasi nyata pada data sekuens DNA SARS-CoV-2 menunjukkan bahwa metode ini efektif 

dalam mengidentifikasi struktur data berdasarkan kesamaan, menjadikannya solusi yang 

handal untuk berbagai aplikasi data kategorik. Hasil ini menunjukkan bahwa pengembangan 

HAC berbasis jarak Hamming memberikan kontribusi penting dalam peningkatan analisis 

klaster untuk data yang bersifat kategorikal. 
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